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Executive Summary 
Measurement-informed care (MIC) informs clinical care by leveraging repeated, systematic use 
of validated measures to inform treatment decisions and monitor progress over time. 
Augmented intelligence (AI)—a conceptualization of artificial intelligence that focuses on how it 
enhances human intelligence rather than replacing it—is opening new opportunities to expand 
and potentially improve MIC for individuals with mental health conditions.1 This includes 
opportunities to change analysis of traditional MIC data and incorporate new types of data, 
including digital phenotyping and natural language processing. AI applications for MIC for 
mental health have an emerging evidence base, and they will likely change current processes. 
How data are measured, assessed, and used in mental health contexts is constantly evolving – 
AI is the next step in the evolution of measurement and monitoring of mental health care. New 
ethics and governance frameworks are needed to facilitate the development, deployment, and 
implementation of AI for MIC mental health in a way that is evidence-based and preserves 
privacy, safety, equity, and fairness. 
 

The Importance of Measurement-Informed Care for Mental Health 
MIC is an important approach for mental health care that integrates the regular use of patient-
reported outcome measures (PROMs) and other clinical outcome measures to inform 
treatment decisions and monitor progress over time.2 Starting with the initial screening of 
patients with psychiatric disorders, MIC involves repeated, systematic use of validated 
measures during clinical encounters to inform decision-making about treatment, thereby 
supporting – not replacing – clinical judgement. Importantly, in MIC for mental health care, 
measurement informs but does not dictate care. Providers and patients use measurement, with 
multiple other factors, to develop an individualized treatment plan and continuously adjust 
treatment. In other words, MIC emphasizes that measurement is an important, though not 
exclusive, factor for mental health treatment decisions. Additionally, MIC emphasizes that 
measurement has limitations due to the need to incorporate qualitative data and account for 
various factors, such as the impact of race, gender, socioeconomic status, and other social 
determinants of health.3  
 
MIC facilitates earlier detection, more timely treatment (less lag time), and improved outcomes 
for individuals with mental illnesses.4 The evidence for MIC is well-established, showing 
potential outcome improvements in the range of 20% to 60%.5 A meta-analysis of 51 
randomized controlled trials found that trials that consistently used MIC for medication 
management and psychotherapy showed significantly improved patient outcomes.6,7 Other 
studies have found MIC is associated with lower costs of care.8 MIC has also been found to 
allow providers to better identify patients at risk for nonresponse or deterioration in 
functioning.9  
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Challenges in Measurement-Informed Care  
Despite the benefits of MIC in mental health care, there are also limitations.10,11 Fewer than 
20% of mental health providers use measurement-informed care.12 A number of barriers lead 
to a lack of uptake, such as the time and effort required by both patients and providers to 
complete and review measures, patients’ symptoms (e.g., acute psychiatric symptoms, such as 
psychosis, preventing completion of patient-reported measures), and clinicians’ attitude 
towards MIC (e.g., belief that standardized measures are not as accurate as clinical 
judgement).13  
 
The subjective nature of measurement tools may lead to measurement errors.14 In the pediatric 
setting, “gold standard screening surveys to evaluate mental health problems in children 
typically rely on reports given by caregivers, who tend to unintentionally under-report, and in 
some cases over-report, child symptomology.”15 A recent study found that “nearly 30% of 
adolescents who engaged in self-harm or suicide reported ‘not at all’ on the PHQ-9 item about 
suicidal thoughts.”16 Additionally, validated symptom scales, such as the Personal Health 
Questionnaire-9 (PHQ-9) and General Anxiety Disorder-7 (GAD-7), may downplay daily 
functioning, which is often of primary importance to patients but is not always the primary 
target for psychiatric care.17 All of this points to a need to incorporate new types of data in 
measurement into traditional forms of measurement in mental health care. 
 

How AI Can Support Measurement in Mental Health Care 
Recent advancements in AI hold potential to bring new approaches to measurement in mental 
health care. There are new possibilities for using diverse data sources to support the screening, 
measurement, and monitoring in mental health care using data from both inside and outside 
clinical settings. These new sources of data may augment current MIC approaches.  
 
AI provides opportunities to collect and analyze measurements in new ways, such as through 
using digital phenotyping and leveraging new data sources both inside and outside traditional 
clinical settings. Below, we discuss ways AI is being used to augment traditional measurement 
in mental health care, including: 

1. Analysis of traditional MIC data  
2. Incorporation of new types of data, such as digital phenotyping and natural language 

processing 
 
Using AI to Collect & Analyze Traditional Mental Health Data in New Ways 
As noted above, despite its benefits, fewer than 20% of mental health care providers report 
using MIC.18,19 Technology can make adopting MIC easier by automating part or all of the 
process of administering and scoring measures.  AI can be applied to draw comparisons to past 
data in real-time, and, using analytics to aggregate patient information, enables understanding 
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of clinic and population-level data to inform practice.20 Some health systems have invested in 
deep learning technology, a type of artificial intelligence, to predict which patients are going to 
respond to a treatment and adjust treatment plans accordingly.21 
 
AI can also provide new ways to collect measurements and assessments in ways that may 
potentially be more engaging for individuals. AI chatbots can provide a new mechanism for 
people to fill out intake questionnaires and screening tools. Additionally, AI chatbots can be 
used to automate reminders and identify trends in form responses. For example, Headspace 
combines AI to automate gold-standard clinical assessments, appointment reminders, and 
aspects of coaching to free up time for clinical providers to meet with clients.22 Specifically, 
Headspace uses AI to analyze trends in clinical assessments over time, personalize suggestions 
for self-care materials in between suggestions, and suggest prompts that coaches can utilize or 
modify during text-based coaching sessions, which provides a hybrid human-chatbot approach 
to coaching. However, despite the increased interest in chatbots for mental health, existing 
options have limitations, including struggling to respond to user input, low engagement and 
high dropout rates from participants.23,24,25,26 
 
Using AI to Augment Traditional MIC Data with New Kinds of Data 
In addition to enhancing the ways we collect and analyze current forms of mental health 
measurement data, AI can enable measurements from new sources of data inside and outside 
clinical settings, such as social media data, information consumed on the internet, voice and 
facial recognition, electronic health record (EHR) data and clinical notes, and data from 
wearables, which come from our interactions with smartphones (e.g., analyzing patient’s verbal 
patterns, tone, and word choice).27,28  

 
In particular, the increasing use of telemedicine for mental health visits has produced new 
sources of data, including videos from patient visits, audio recordings, eye movements, etc. 
There are also massive amounts of untapped data outside medical systems, such as lifestyle, 
nutrition, and environmental data. Wearable devices are increasingly able to measure these 
untapped data sources that have a considerable influence on better understanding mental 
health.29 Applying AI to these previously non- or under-utilized mental health data sources 
enables greater insights to be available for MIC. 
 

Digital Phenotyping 

Digital phenotyping, an emerging area of research, “is an innovative approach concerning the 
extraction and analysis of information about behavior, cognition, and mood through digital 
tools” collected on devices people now commonly possess, such as smartphones and 
wearables.30 AI enables the processing of the data from these digital devices. Digital 
phenotyping aims to monitor patients with mental health conditions to detect changes or 

mailto:https://organizations.headspace.com/ginger-is-now-part-of-headspace
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predict relapse. The validation of digital phenotyping methods is a growing area of research.31 

Digital phenotyping may advance MIC by providing new or additional measurements to inform 
decision-making about treatment and support clinical judgement.  
 
Digital phenotyping can be based on active or passive data collection. Passive data collection 
may entail information continuously collected from smartphone usage (e.g., GPS and 
movement patterns, keystrokes, etc.), driving behavior, biometric data from wearable devices, 
or social media activity.32,33 Active data collection may involve specific assessments at home or 
in a clinical setting, such as voice analysis, facial expression analysis, or eye-tracking testing.34  
 
Digital phenotyping methods using AI are being developed and validated for mental health 
conditions. A recent systematic review found physiological and behavioral data collected 
through digital phenotyping methods that use mobility, location, phone use, call log, heart rate, 
sleep, head movements, facial and vocal characteristics, social rhythms, conversations, number 
of steps, screen use, text message log, etc., to detect and predict changes in symptoms of 
patients with schizophrenia, mood disorders, and anxiety disorders to allow for contact and 
intervention before an adverse event can occur.35 Digital phenotyping data are analyzed to 
predict early signs of symptom relapse using skin sensors or symptom exacerbations by tracking 
movement.36  
 
Digital phenotyping can complement existing sources of measurement and provide value in 
new types of measurements. A growing body of evidence has found that geolocation-derived 
data, including number of locations visited, distance traveled, and time spent at prespecified 
locations, are associated with symptoms of bipolar disorder and schizophrenia.37 Additionally, 
geolocation-derived digital phenotyping was more strongly associated with symptoms of 
bipolar disorder and schizophrenia than other information, including self-reported symptoms.38 
Thus, smartphone-based geolocation-derived digital phenotyping may augment MIC by relying 
on digital indicators like geolocation sensors to complement self-reported information. This 
may improve outcomes through enhancing precision and consistency in disease assessment, 
monitoring, and care provision. More research is needed to better understand how digital 
phenotyping incorporated into MIC for mental health may affect patient engagement and 
treatment efficacy.  
 
Natural Language Processing 

Natural language processing (NLP) is a field of AI that focuses on computer processing language 
and text data. While NLP can be used for digital phenotyping, it is worth devoting a separate 
section in this paper to NLP due to the increasing research interest in this branch of AI. NLP 
includes tracking the use of language in conversation formats like chats, emails, social media 
posts, text from therapy sessions, intake interviews, EHR data, and clinical notes to enable 
proactive mental health care and early diagnosis.39,40 Due to the proliferation of text and 
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language-data sources (e.g., widespread use of texting and social media) and the technical 
advancements occurring in NLP and its subset of large language models (LLMs; e.g., Chat GPT), 
it is likely its use will become increasingly common in mental health measurement.41 
 
NLP works by detecting linguistic patterns that have been linked to mental health conditions 
and emotional state patterns.42,43 This can be done by analyzing the choice and frequency of 
words (e.g., frequence of first-person singular pronouns)44, linguistic style of written responses, 
length of speech, and frequency of communication.45 A 2022 review of 399 studies found that 
NLP is increasingly being applied to mental health research across types of mental illnesses 
(e.g., suicide, depression), data sources (e.g., social media, interviews, EHR), and types of AI 
(e.g., supervised learning, deep learning).46 While NLP for mental health conditions is still in the 
early stages of clinical application, there are many ways it could ultimately be integrated into 
clinical care. For instance, NLP may be used more widely in the future to analyze messaging-
based platforms used between clinical visits, social media posts, or linguistic patterns during a 
therapy session.47 Importantly, research shows that NLP can be used to detect suicide 
significantly more accurately than human raters, and its use in suicide prediction may grow.48 
 
It is likely that NLP and LLMs will increasingly change how data captured from electronic health 
records (EHRs) are used to screen and monitor patients. Tellingly, many hospital systems have 
begun to partner with tech companies to integrate AI into their EHRs. Oracle has integrated AI 
into its Cerner EHR,49 Epic has partnered with Microsoft to integrate AI into their EHR, 50 Mayo 
Clinic is working with Sandbox AQ,51 Google is working with Meditech,52 and Abridge is working 
with EPIC and Kaiser Permanente.53  
 
There are many ways that NLP technology is starting to be tested and used to analyze data in 
EHRs, including clinical measures, clinician notes, comorbid conditions, and sociodemographic 
factors, to predict symptoms of severe mental illness and suicidal ideation and attempts.54 For 
example, the Department of Veterans Affairs (VA) and National Institute of Mental Health 
scientists developed an expansive suicide mortality risk prediction algorithm using Veterans 
Health Administration (VHA) electronic health records, enabling the VA to provide a more 
targeted, enhanced outreach and care program for veterans identified at high risk of suicide.55 
More recently, the VA added the use of NLP to tap into unstructured EHR data, such as clinical 
notes, to enhance the accuracy of this risk prediction algorithm, resulting in an additional 19% 
accuracy. Thus, it showed that NLP-supplemented predicative models improve the benefits of 
the predictive model overall.56  
 
Considerations in the Widespread Use of Emerging AI Models in Mental 
Healthcare  
Despite the potential AI advancements to improve population mental health, these approaches 
bring newfound risk and ethical considerations. For example, hallucinations or the incorrect or 
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misleading results produced by generative AI may have unique harms in the context of mental 
health. Another significant consideration when using AI in mental healthcare is privacy. As more 
data about our everyday lives are available, it is important to consider both what may be 
sensitive data about people’s mental health conditions and what other details about their lives 
may be used as data. 
  
Additionally, the potential for bias in AI may be particularly problematic in the mental health 
care setting. One pathway for bias is the data used to train and test AI systems. Data may lack 
demographic diversity or not be representative of the end users (e.g., data set is primarily 
based on people with light skin). Bias in data can also result from bias or discrimination in our 
society that is reflected in data patterns resulting from historical discrimination or barriers to 
care for certain groups.57  
  
Specific ethical considerations related to the domains described above are discussed below.  
  
Digital Phenotyping 

In the case of digital phenotyping, much of the data collected through wearables are dependent 
on skin sensors. However, few studies have examined the impact of skin tone on the accuracy 
of the data derived from consumer-grade wearables. Facial recognition technologies have been 
shown to perform less accurately on people with darker skin and may perform less well on 
people with developmental disabilities who may have limited facial expressions to inform the 
models.58,59 
  
While wearables, smartphones, and social media generate troves of new data that can be used 
to help understand mental health status, data related to mental health are often sensitive, 
which raises questions about patient/consumer privacy. In mental health apps more broadly, 
sensitive data have been leaked and sold to third-party platforms, such as Meta, for 
advertisement purposes. This can lead to many imaginable consequences (e.g., alcohol 
advertisements to someone who has discussed substance abuse issues).60 Privacy laws 
protecting consumers are not sufficient. The Health Insurance Portability and Accountability 
Act’s (HIPAA) does not cover most mental health apps, and greater consumer protection is 
needed.61  
 
Finally, when making predictions in health care, we often do not have the precise data to 
predict the actual outcomes or future mental health states we are concerned with and instead 
use proxy measures. Previous research has shown the risk of bias in AI to be the highest when 
proxy measures are used.62 It is important to think critically about the symptom measures used 
in digital phenotyping, specifically if they predict risk accurately across all populations.  
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Natural Language Processing (NLP) 
AI and data-driven algorithms, including NLP, may propagate existing and historical health 
disparities. A review of the uses of NLP in mental health identified significant biases with 
respect to religion, race, gender, nationality, sexuality, and age.63 It is important to assess and 
mitigate bias in NLP for mental health through approaches such as tailoring NLP debiasing 
techniques for mental health, integrating statistical fairness approaches, and developing cross-
disciplinary teams, can mitigate these potential biases. For instance, during the evaluating 
phase of AI algorithms, it is important to determine if the AI algorithm, such as analyzing voice 
recognition for mental health prediction, is equally accurate across language, varying accents, 
cultures, and abilities. NLP algorithms and training datasets for mental health applications used 
clinically or commercially should also be transparently standardized and audited.64  
 
Recently, a READI (readiness for AI deployment and implementation) framework has been 
developed to evaluate and report if AI applications are ready for clinical deployment in mental 
health contexts based on safety, confidentiality/privacy, equity, effectiveness, and 
implementation concerns.65 The READI framework provides an approach to evaluating new AI 
technologies both before large-scale clinical deployment and regularly after deployment. As an 
example, many AI-based chatbots for mental health treatment may meet many READI criteria, 
including safety and privacy/confidentiality, but they do not meet other criteria, like 
effectiveness or engagement.66 As AI continues to develop rapidly, increased use and adoption 
of frameworks like READI will be important to ensure that risks are mitigated for AI approaches 
for MIC for mental health. 
 
Conclusion 
Mental health leaders are increasingly realizing that MIC needs to be at the core of mental 
health treatment. Advances in AI enable new MIC mental health capabilities, including a shift 
towards digital biomarkers, greater insights from existing and untapped data, and new 
applications for mental health chatbots. These applications can improve care quality, lower 
costs of care, improve outcomes, and accelerate accountability for mental health care providers 
and consumers. However, more research is needed to develop and validate AI for MIC for 
mental health, especially in applications within the clinical setting. New ethical guidelines are 
needed to facilitate better development, adoption, and deployment of AI for MIC for mental 
health. Equity must be an essential component of any technological advancement designed to 
improve the ease, accuracy, and quality of MIC for mental health.  
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Terminology 
Active data collection: In digital phenotyping, active data collection includes data from specific 
assessments at home or within a clinical setting. 
 
Artificial Intelligence: An umbrella term for the development of computer systems and 
algorithms that can perform tasks commonly requiring human intelligence 
 
Augmented Intelligence: A conceptualization of artificial intelligence that focuses on AI’s 
assistive role, emphasizing that its design enhances human intelligence rather than replaces it67 
 
Chatbot: A computer program designed to simulate conversation with human users. 
 
Digital phenotyping: An innovative approach concerning the extraction and analysis of 
information about behavior, cognition, and mood through digital tools collected on devices 
people now commonly possess, particularly smartphones and wearables68 
 
Large language models (LLMs): Technologies built on AI that technologies can read, summarize, 
and generate text. LLMs can perform tasks, such as serving as conversational agents (chatbots), 
translating language, or writing text. LLMs have a wide range of abilities. 
 
Measurement-informed care (MIC): An approach that integrates the regular use of patient-
reported outcome measures and other clinical outcome measures to inform treatment 
decisions and monitor progress over time.69 
 
Natural language processing (NLP): A subfield of AI that enables machines to process, 
comprehend, interpret, and generate human language70 
 
Passive data collection: In digital phenotyping, passive data collection includes data 
continuously collected from smartphone usage, driving behavior, wearable devices, social 
media activity, etc. without a specific assessment administered to collect the data. Passive data 
collection may entail information continuously collected from smartphone usage (e.g., GPS and 
movement patterns, keystrokes, etc.), driving behavior, biometric data from wearable devices, 
or social media activity. 
 
Phenotype: The observable characteristics of an individual 
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